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ABSTRACT

In this paper we apply the deformable part model by
Felzenszwalb et al., which is at this moment the state of the
art in many computer vision related tasks, to detect different
types of man made structures in very high resolution aerial
images — a reputedly difficult problem in our field. We test
the framework on a database of crops of aerial images at
a definition of 10 cm/pixel and investigate how the model
performs on several classes of objects. The results show that
the model can achieve reasonable performance in this con-
text. However, depending on the type of object, there are
specific issues which will have to be taken into account to
build an effective semi-supervised annotation tool based on
this model.

1. INTRODUCTION

This paper focuses on object detection in aerial and satellite
images. Our main objective is to be able to perform man-
made structure detection. Today more and more images are
produced at always increasing resolutions, which makes the
task of the image analyst that has to annotate these images la-
borious. Several approaches have been proposed to cope with
this problem. Markov fields where used to model the texture
of images as the first step to urban area extraction [1]. More
recently powerful machine learning algorithms like Supports
Vectors Machines were used on sets of appearance features
extracted from the image [2] . In [3] a graph of points of in-
terest is built upon the image and graph-cut is performed to
segment between urban and countryside areas.

Very High Resolution (VHR) images bring a lot of new
information in remote sensing. It is possible to distinguish
specific parts inside the buildings or the objects we want to
model. This allows us to use powerful state of the art meth-
ods from computer vision: in this field the reference test for
object detection is the Pascal VOC challenge [4] and the ap-
proach that has been successful for several years is based on
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deformable part models [5]. Modeling deformable shape for
aerial image analysis is not a novel idea [6] but it has not been
used on VHR images yet. Moreover appearance features for
describing image parts can benefit from recent advances in
feature extraction: Histograms of Oriented Gradients (HOG)
[7].

The paper is organized as follows: in the following sec-
tion we describe the model and detail its implementation, in
Sec. 3 we present results on two representative datasets, and
we conclude in Sec. 4 with a discussion of possible improve-
ments.

2. DEFORMABLE PART-BASED MODELS

This detection system uses a deformable part model frame-
work developed in [5]. Briefly a model consists in a root filter
that encodes the global appearance of the object we are look-
ing for and several parts that encode the local appearance of
the object.

2.1. MODEL

A model is defined by a root filter F{y that captures the
global appearance of the object and a set of n parts {P;|i =
1,...,n}, placed at twice the resolution of Fp, that capture
finer details in higher resolution.

A part P; of the model is composed by the filter F;, the
placement v; of P; with respect to the root filter and the defor-
mation cost d;. The filters F; are HOG detectors [7] reshaped
as 2D-filters, this feature is used because of good results in
detection tasks [S] [8] but the model is feature agnostic and
other features can be used, for example [9].

2.2. TRAINING

The training stage learns the model structure [10], the dif-
ferent filters, their location and the deformation costs using
labeled bounding boxes from the dataset. To this end, the
framework must in the first step learn the root filter without
prior knowledge about the position of the parts and then, in a
second step, find the optimal placement of the parts.



Fig. 1: The deformable part model superimposed over a
building: the root filter (red bounding box) captures the global
appearance of the image while the different parts (blue bound-
ing boxes) capture the local information, thus increasing the
precision of the model.

In the first step, to initialize the root filter, the framework
uses a standard Support Vector Machine (SVM) trained on the
positive bounding boxes, as in [7]. For the second step, [5]
propose a modified SVM algorithm called latent SVM which
used an extended search space. They define a score function
f5 that test a model with a feature vector without prior knowl-
edge of the positions of the parts:
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where £ is the model, ¢ is the feature vector and Z(z) are the
possibles latent locations of the different parts of the model.
This leads to the following SVM objective function:
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The trained root filter is then the root filter from the model
[ that minimizes the Eq. 2.

Fig. 2: Exemple of root filter learned after the latent SVM
step for the building class boxes.

Third step: After the root filter is trained, the different
parts of the model are successively placed in areas that have
maximal energy according to an interpolated version of the
root filter at twice the resolution. The set of parts constitute a
star-graph of filters applied at smaller scale to describe details
of the object.

(a) Part filters.

(b) Cost of placing the parts.

Fig. 3: Part filters are placed over the root filter at twice the
resolution.

Considering the variation of poses and orientations of an
object, the framework provides a method to compute several
models depending on the aspect of the objects from the train-
ing set. First, to increase the invariance to orientation, a mir-
rored version of the model is computed and the score is taken
as the maximum value between the score of the model and
the mirrored model. Second, in order to overcome the vari-
ability of appearance of an object the positives examples are
clustered into n subsets and a model is trained over each sub-
set. The clustering criteria used is called aspect-ratio, this is
computed with the ratio between the height and the width of
the bounding boxes. Each model represents an aspect of the
object that we want to recognize (for example: front view
vs. side view). Finally the score of the model is the maximum
of all computed score for all model in the mixture.

2.3. MATCHING

During the matching process, first we compute the score of
the root filter densely at several scales over the whole image.
We keep as hypothesis for the detection the score of the root
filter over a threshold computed during the learning phase.
For each hypothesis the parts are placed in the same way as
during the training phase and finally we compute the score of
detection of the hypothesis with all the parameters. The score
of the hypothesis is given by:
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R i(x,y) = F; x ¢(z,y,1) is the score of the i-th filter
¢ is the feature vector extracted at position (z,y) and
scale [
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is the response of the part filter Fj,
(dwi, dy;) = (%i, i) — 2(w0,Y0) + i
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The detected model is the one with the maximum score
over all possible models.



3. RESULTS

3.1. DATASETS

For testing we used two data sets at different resolutions:

o Christchurch dataset: 10cm/pixel orthonormal aerial
images provided by New Zealand Aerial Mapping Lim-
ited' and captured after the earthquake that struck the
town of Christchurch on 22 February 2011.

o QuickBird images: 2000 x 2000, 60 cm/pixel contain-
ing man-made structures previously evaluated in [8].

A training set of three image classes ("building’, "tree’ and
’car’) was manually built by annotating the content of the im-
ages.

3.2. EVALUATION

We want to predict the location (given by its bounding box) of
each object from a specific class in a test image. We evaluate
the algorithm by using the PASCAL VOC [4] procedure: a
bounding box is associated with a score of confidence that is
used to draw precision/recall curve. The overall score for a
category is given is thus given by the average precision. To
be considered as a correct detection, the area of overlap a,
between the predicted bounding box B, and the ground truth
bounding box By; must be superior to 50%.

area(B, N By;) @
aqa, = —
?  area(B, U By;)
However in the case of multiple detections of the same
object only one detection is considered as a correct detection,
the other ones are considered as false detections.

aspect-ratio | building tree
1 0.3250 | 0.3040
2 0.4301 | 0.3425
3 0.2780 | 0.3311
4 0.2240 | 0.2752
5 0.1023 | 0.2831

Table 1: Average precision score for the detection on
Christchurch dataset.

The table 1 shows that best performances are achieved for
a mixture of two models. By viewing the models learned and
with knowledge of the database we can explain this by the
following observations:

e For the buildings: the database contains a large num-
ber of rectangular shaped buildings and small square
houses, these respond very well to the model.

"http://nzam.com/

e For trees: 2 or 3 aspect-ratios both give good results.
This class of objects has more isotropic features and
models look strongly similar.
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Fig. 4: Precision-recall curve for building on Christchurch.
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Fig. 5: Precision-recall curve for tree on Christchurch.

Fig. 6 and Fig. 7 show practical demonstration of
the performance of the framework on one aerial image of
Christchurch (that is not part of the training set). For build-
ings detection we notice that trees and roads are not flashed
as false detections but due to the multiscale capacities of the
model some groups of buildings are labeled as one building.
For tree detection we notice that a lot of isolated trees in
the city are well detected even if shrubs are not. The lot of
false alarms can be interpreted as the response of the filters to
homogeneous textures.

Fig. 8 shows a result of man-made structure detection in a
QuickBird image. At this lower resolution, we can only look
for coarser object categories. Urban areas as well as isolated
houses were well retrieved in the image.

We don’t present results on the other class we tested
(’cars’) because the model collapsed completely on these
objects. This is likely due to several causes: absence of vari-
ation in the camera view, small size of the objects and the
absence of invariance to rotation in the features. At a closer
inspection, the clustering algorithm that produces the number
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Fig. 6: Result for building detection.

Fig. 7: Result for tree detection.

of trained views of the model failed to work which hints at
the absence of variability in the poses.

4. CONCLUSION

We present a deformable part-based framework for urban
structure detection. The key contributions are efficient state
of the art object detection framework transposed to aerial and
satellite images. Especially, we show that computer vision
methods, which are designed to work with very different
types of content, can be specialized to be successfully used
in very high resolution aerial and satellite images. In future
we aim to bring orientation invariance to the features in or-
der to increase the accuracy of the models and add context
information during the training step of the classifier.
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